Mok, Kommynuxanuu

XYAOKHUKA, I PETHTHO3HOTO U MOTHTHYCCKOro mpeodpasoBartelsl BCCOOIIUH,
HWCTUHHBIN HACAT HC BCCTOA TAKOB, KAK OH MPHU3HACTCA B €ro cpeae» [6, ¢. 563].
ITpu sToMm crout oOparuTh BHUMAHKE HA OAHY ocobeHHOCTh. Kak yOexaaroT npu-
MEPBI, COBETCKASI OPATOPUKA B LICJIOM HE ObLIA CTAHJAPTHOW, a MPESACTAB/ILIA CO-
0ol VHHUKAJbHBIH OIBIT CHHTE3d OOIICCTBCHHO-TIOUTHICCKOH, (UIOCOBCKO-
MICONOrHUCCKOM, MPOU3BOACTBCHHOM, HAYYHOW, OBITOBOH, AQHTHPSIUTHO3HOH H
BMECTE C TEM HPABCTBECHHOMU MPoOieMaTHKU. BCe 3Ke HE MOAICKUT COMHECHUIO, UTO
BBICTYIUICHHUS] SMHUTPAHTOB U PEUH COBETCKHX PUTOPOB STOrO BPEMCHH HE COOTBET-
CTBYIOT MOJHOCTBIO KPUTCPHUSIM PYCCKOT0 PUTOPHUCCKOTO HCAIA.
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FULL DESCRIPTION OF VERB SENSE DISAMBIGUATION
IN ENGLISH-AZERBAIJANI MT SYSTEM

Ali Agababa Aliyev

B cratbe mpeacraBisieTcs MPOLECC PEIMICHAS MHOTO3HAYHOCTH HEKOTOPBIX AHTIIMH-
CKHX TJIAT0JIOB B aHTJIO-a3epOaiimkanckoil cucreme MIT. OnmchiBaeTcs ponece Co3IaHus
0a3bl JAHHBIX (POPMATHHBIX MPHU3HAKOB PCIICHHA MHOTO3HAYHOCTH TJIATOJIOB H HA OCHOBC
3TEX 0a3 pa3padaThIBAFOTCS ANTOPUTMBI PEIICHI MHOTO3HAYHOCTH B IIPOLIECCE AaBTOMATH-
YECKOTO IepeBoaa. ITH 0a3bl U ANTOPHTMBI IPEACTABILIOT HAYATIBHYIO alIPOKCHMALHIO B
TIOJTHOM PEIICHHH MHOTO3HAYHOCTH IJ1aroJIOB.

In this paper, full process of verb sense disambiguation is analyzed in the English —
Azerbaijani MT system. The creation of database of formal features and algorithms pre-
senting their functioning in translation process is investigated. As initial approximation on
the issue of disambiguation of verb senses, the working mechanism is considered as a basic
result to the solution of the problem in the English-Azerbaijani MT system. The paper in-
vestigates verb sense disambiguation and verb sense generalization issues in Azerbaijani in
the language processing while developing English-Azerbaijani MT system. Appropriate
methods for disambiguating word senses in Azerbaijani are applied and an initial approach
was developed on the investigations.

Knrouegvle cnoga: MHOTO3HAYHOCTH, MANTHHHBIN NICPEBOA, (DOPMATBHBIA CHHTAKCHIC-
CKHH aHATH3, THHTBUCTHICCKAC ANTOPHUTMBI, a3¢pOaii/KaHCKHH S3BIK.

Key words: ambiguity, machine translation, formal parsing, linguistic algorithms,
Azerbaijani.

1. Ambiguity and its effect on the translation quality. The case of linguistic
unit having two or more senses, identical in the shade of meaning, is considered as
polysemy in natural languages (¢.g. the verb bring can be translated as fefch smth,
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give rise, deliver, profit, to raise a question, introduce, convince and other occur-
rences and in every case that word expresses an action identical in shade of meaning
in depth). But homonymy is the event of a language that encloses the linguistic unit
identical in spelling but different in meaning (e.g. giil-flower (a kind of plant), giil-
smile (the imperative form of the verb “giilmak™) [15; 16]. Both linguistic events —
polysemy and homonymy — bear obstacles particularly in the process of formal pars-
ing and the level of the solution to these problems seriously affects the translation
quality. The fact that a word form in the source language might have several equiva-
lents (translations) in the target language necessitates the selection of the correct one
of those translations. The word sense disambiguation and the part of speech disam-
biguation are both rather important issues in regard to comprehensibility of the text
and the correspondence of the translation of the text to the original alike.

In spite of the fact that, much has been done in scope of the development of
applied linguistic technologies for Azerbaijani [1; 4-8], the creation of the algo-
rithmic elimination mechanisms for ambiguous lexical units is still remaining as
one of the issues waiting for its solution in the field of machine translation system
development for our language. Though one can come across several research work
concerning homonymy in Azerbaijani, its types and formal e¢limination algorithms
among these investigations [8; 9], the algorithmic elimination of the polysemy is
still remaining as a less investigated field.

Let’s have a look at the following examples:

1. Consider the use of the English word fare (yo! pulu, sarnigin va s.) in some
contexts:

1) The conductor gathered the fares midway the destination (Konduktor yol
pullarin1 manzil basina gadar olan yolun yarisinda yigdi);

2) The taxi driver got no money from the fare (Taksi siiriiciisii sornisindon pul
almadi).

The word fare has the following translation variants [14]:

fare [fea]

I.n

1) yol haqqi, yol pulu;

2) sornigin;

3) yemok, qida, xorok.

As the result of human identification of a context, the selection of the correct
sense bears not so big obstacles (as in the first and second sentences). But in the
process of formal translation, if an inappropriate occurrence of a word to the con-
text is selected (e.g. in the first sentence, “yemak™ or “sarnigin” in place of “yol
pulu”), the translation of the sentence will be too wide of the sense of the original.

The disambiguation of an ambiguous word in the process of translation condi-
tions the correspondence of the translation to the original in meaning and conse-
quently becomes one of the factors identifying the quality of the translation. Since
the lack of the opportunity of modeling of all the processes going in human brain,
the identification of correct sense of all other occurrences of a word is not an overt
issue in the process of machine translation. In other words, “to repeat” the capacity
of a human to identify the context, that is, the development of algorithms and data-
base of features ensuring the normal functioning of these algorithms to automate
this process is still remaining as an actual and open problem for all natural lan-
guages without exception [3; 18].

It should be noted that, in formal translation, even statistical calculation does
not always help us.
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Example:

2. According to the statistics, the English verb “run” is mostly used in the
meaning of “fo move on foot at a rapid pace” (in Azerbaijani “gagmaq”). If we
translate the sentence “This young manager is successfully running the bank” (cor-
rect translation “Bu cavan menecer banki ugurla idara edir”) according to the sta-
tistics, then we will get “bu cavan menecer banki yaxsi gag¢ir”. However, this
translation has nothing to do with the original sentence (it expresses no sense in
Azerbaijani).

This example proves that the only use of statistics will give rise incorrect results.

Then a question arises whether to show all the possible meanings of a word
and leave the selection one of them to the users” will can be considered a way out.
The problem is that, presenting all the possible meanings in brackets in the process
of translation diminishes the readability of the text to the last extent and turns to an
exhausting factor. If there is more than one ambiguous word in a sentence, the
presentation of all occurrences of these words will especially make it difficult to
comprehend the context.

These examples show to what extent the identification of the correct sense of
words is important in the process of formal translation. One of the word groups
among ambiguous words is verbs, and this paper is devoted to verb sense disam-
biguation — to be more precise, the solution to the verb sense disambiguation in the
English-Azerbaijani MT system.

2. Existing approaches to Word Sense Disambiguation. Multiple numbers of
approaches have been developed to formally disambiguate the ambiguous words:
Naive Bayesian, Decision List, Nearest Neighbor, Transformation Based Learning,
Winnow, Boosting, Naive Bayesian Ensemble etc [2;3;9; 10; 13; 17; 18].

Many of these approaches necessitate the existence of parallel bilingual cor-
pora (a text and its translation into another language), but as there are not such bi-
lingual corpora available for Azerbaijani it is not possible to eliminate this problem
using these approaches.

A second group of approaches use the characteristic features — the words used
in the near surrounding of the ambiguous word and/or other grammatical features
to disambiguate a word [5]. This method of disambiguation is used as a solution to
the problem of word sense disambiguation in the English-Azerbaijani MT system.

In this case, the words are analyzed at the level of sentence and formal infor-
mation sources are used in the sentence. The local surrounding of a polysemous
word does much to identify the correct sense of it. On the base of these features,
formal rules are created and codified being enclosed in the system.

Example:

3. Consider these two sentences: / know you (Mon soni taniyiram) va [ know
this word (Man bu sozii bilirom).

The English verb to know is used in both of these sentences. It has to be trans-
lated as “famimaq” — “to be acquainted or familiar with” in the first case, and
“bilmak™ — “to have a familiarity or grasp of. as through study or experience” in
the second. For this purpose, it must be entered in the system that, if the poysemous
verb is followed by an animated noun, nouns of place, personal pronouns efc (this
list can be enlarged) then the verb has to be translated in the meaning of “fanimaq ™ —
“to be acquainted or familiar with” otherwise “bilmak™ — “to have a familiarity or
grasp of. as through study or experience”.

3. Formal elimination of ambiguity. The investigations carried out in this field
of science show that, some part of the most frequently met errors are directly relevant
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to polysemy of words in the process of synthesizing sentences in Azerbaijani [8].
The incorrect disambiguation of polysemous words causes the words to differ from
the original that is the English sentence in the Azerbaijani translation and as the con-
sequence becomes one of the factors decreasing translation quality in MT systems.

In written sources, the most frequently used English verbs, which have more than
two meanings, were primarily selected. For this purpose, English-based sources have
been used (http://wordnet. princeton.edu).

Given the fact that, some verbs have multiple translation variants (the second col-
umn, in the first table) and every occurrence needs providing formal features, a kind of
question arises: is it possible to replace the most identical meanings of one and the
same verb with the one that can perform in place of them with special exactness?

The investigations conducted reaffirms to what extent the answer to that question
is significant from the point of view of formal analyses. The results of these investiga-
tions are shown in the Table I (the number of occurrences of some verbs from English
mto Azerbaijani).

As seen from the table, after the most identical meanings have been omitted, the
capacity of the meaning is reduced approximately 29 %.

Thus, the work on the creation of the database of features for verb sense disam-
biguation has to be carried out in the following two directions:

1) the reduction of the closest occurrences of polysemous verbs;

2) the selection of features to correctly identify the appropriate meaning.

Consider the following illustrating sentences to notice the possibility of the reduc-
tion of the closest meanings.

Let’s have a look at the translation variants of the English verb “subside ”. It has
the following translation variants into Azerbaijani.

1) azaltmaq, oksilmok, diismok;

2) ¢6kmok, enmoak, yatmagq (torpaq vo s.);

3) sakitlosmok, songimok (kiilok, hayacan va s.) (“Polyglot” electronic diction-
ary).

It is obviously seen that, the presented meanings have much in general originally.
Thus the translations in the second case, as in the first one, express falling (diison), weak-
ening (zaiflayan), and descending (enan) tone of the meaning. (Notice that, in place of
“kiilok songivir” (the wind abates) “kilok zoifloyir” (the wind weakens) is also possible
formally nevertheless a bit far from the oral speaking style).

Thus, prior to finding formal features for some senses of polysemous verbs, an
occurrence that is capable to deliver the meaning of the text to users without misinter-
pretation has to be selected for some closest meanings. In other words, by limiting the
shades of meanings, we broaden the opportunity of making formal the selection proc-
ess of the shades of meanings.

Sometimes, even though a verb has several translation variants, we replace and
enter it the MT system dictionary as one occurrence, since its translations are rather
close and give us the chance of substitutability. It prevents not only the unnecessary
expansion of the electronic database but considerably decreases the search of formal
features for other meanings. After this stage, the number of occurrences (= 26 %) of
polysemous verbs was remarkably decreased (Table 1. the second column).

The second direction — the work on the identification of the features for formal se-
lection of “context completing meaning” among other occurrences is conducted for
each occurrence of every one of the first group verbs (to eliminate this problem, we
take verbs as groups to cope with). These features must have characteristics ensuring
the unequivocal formal selection of the correct sense of polysemous verbs.

In view of the fact that the sentence is the biggest translation unit In the English-
Azerbaijani MT system these features are identified in the frame of sentence. In the
process of development of the database for features there was a necessity to analyze a
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vast amount of sentences which were taken from out of the corpus created in advance.
This corpus, in its turn, 1s made up of several files gathered from different sources.
These texts were taken from different internet sites (official chronicle, papers, everyday
life, science etc.) to ensure the representativeness of the investigation. Some of the fea-
tures obtained as the result of this work are shown in the following table.

Table 1
The number of translation variants of some verbs
Verb Number of translation variants Reduced number of translation variants
say 6 4
get 19 14
make 10 7
£0 21 17
see 8 7
know 6 4
take 26 20
think 9 5
come 7 4
give 15 12
look 3 2
Total 130 96
Table 2
The database of features for formal elimination of polysemy
Meaning Code of the feature Feature explanation Order
Mean passive If the verb is in passive — nazards tutmaq 2
. o If the subject is animated and the verb is
Mean animsubjévtinf followed f])y object + infinitive — istomak >
Mean Istomak 3
Mean clause If . the verb is followed by a clause — 5
gostor
Mean inf So6zdon sonra masdar — istomak 1
Mean >[001] I.f the verb is followed by another verb — 3
istomok
Mean viclause If the verb is followed by an object + a 7

clause — bildirmok

If the subject is an animated noun and the
Mean animsubj&vtclause | verb is followed by an object + a clause — 4
nazarda tutmaq

If the subject is an animated noun —

Mean animsubj nazarda tutmaq !
Mean Bildirmak 1
Mean Nozarda tutmaq 2
Mean vtinf If t.h.e Verb is followed by an object + in- 6
finitive — istomak
If the verb is followed by a clause —
Mean clause 3

bildirmak

It should be noted that, the coded meanings of a verb (We developed a special cod-
ing system for this purpose but it is not presented in this paper) is numbered in database.
This numbering is not simply implemented from head to foot or vice versa, it is realized
by beginning from the meaning with more complex coding to the meaning with simpler
one. If the operation is realized beginning from a much simpler code, the symbols of it
will overlap with the front part of a much more complex code and the system, accepting
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it as a proper case, will take the incorrect meaning of the verb as a true one (Sometimes, a
simpler code is represented in a much more complex code absolutely the same as in the
former. The difference is that, much as the front part 1s identical, the more complex code
mcludes more symbols. For this reason, much more complex codes have to be analyzed
firstly and be passed to simpler ones by stages. However, if the analysis is implemented
from a much simpler code to a more complex one, the algorithm will, as mentioned,
identify the order appropriate to the code tagged in the sentence and the operation will be
completed wrong). In the “from complex to simple™ analysis, if a simple coded meaning
1s needed, it is obvious that, due to the additional symbols of a more complex code it will
not be accepted in place of a simpler one. This operation continues till the feature and the
coding overlap. From this point of view, the ordering of codes by numbers has rather
great effect on the translation quality.

Apart from this it is possible that, none of the features entered will correspond to
the context that the word occurs in. Then the meanings with no features — untagged
data — will be introduced in accordance with the order in the database, namely, if we
can not identify the context of a verb, excluding the first sense, we introduce the mean-
ings of that verb in brackets in “from dominant to less important”™ order.

4. Schematic illustration of verb sense disambiguation in the English — Azer-
baijani MT system. Regarding the above mentioned formal features let’s consider the
following formal feature schematically.

v' If the sentence is introduced by words of writing, letter, text etc. type:

As seen from the feature the correct meaning of an ambiguous verb is identified
by the formal information the subject encloses. Let’s consider a sentence in respect to
the case:

Example: <N\

v' Today’s papers write full page information about the event (Bugiinkii
gozetlords hadiso haqqinda tam sohifalori ilo yazilir):

In the sentence introduced, it is obviously seen that the arrow from the verb with
ambiguity targets the subject. According to the formal rule with the help of the informa-
tion the subject encloses the correct occurrence of the verb write is identified for the case.
Now, let’s consider the algorithmic consistency of the process:

Feature 1.

v' If the sentence is introduced by words of writing, letter, text etc. type:

Algorithm 1

1. Ambiguous verb is defined in the sentence.

2. The subject is taken for formal parsing.

3. The subject is noticed whether it is one of the words of writing, letter, text
etc. type.

4. If the subject is introduced by words of writing, letter, text etc. type, the
corresponding formal feature entered in the database is taken for translation.

5. Otherwise other formal features are checked.

The main purpose of this algorithm is to define the correct meaning of the
verb to the context using the formal information the subject encloses.

Let’s consider schematic description of the algorithm introduced above (Fig. 1).

In general the work of the system is carried out in two blocks: the block of
analysis and the block of synthesis. In the first case, the morphological analysis, the
defination of word phrases syntactical analysis are implemented. The second case
encloses the defination of ambiguous word, the connection of suffixes to the words
etc. So we can see the whole process of formal translation schematically in the fol-
lowing case:
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Enter

v

Ambiguous verb is defined in the sentence

v

The subject is taken for formal parsing

v

The subject is noticed whether it is one of the words
of writing, letter, text etc. type

v

If the subject is introduced by words of writing,
letter, text etc. type, the corresponding formal
feature entered in the database is taken for translation

\ 4
Otherwise other formal features are checked

Fig. 1. lustrative outlook of algorithm 1

L Enter |
v

L Block of analysis in English

| Morphological analysis |

v

L Syntactical analysis ’

v

Block of synthesis in Azerbaijani

v

Process of disambiguation

Te—
y

Next word is taken
(First word in the first case)

Ambiguous word?

Formal feature
found?

l Meaning is taken

Yes No

Fig. 2. Schematic illustration of formal translation process
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Conclusion. The researches in this field for Azerbaijani have been conducted
only in the last some years nevertheless the analyses dedicated to the development
of Machine Translation Systems cover some decades.

The most frequently used one thousand English verbs were defined for word
sense disambiguation; it was defined that the number of meanings of these verbs
equals 4852 and occurred that some of these verb meanings absolutely or to a great
percentage overlap with another translation variant of the same verb. These mean-
ings were replaced with one meaning best completing overlapping translation vari-
ants and finally remained 3899 verb meanings. As the second step, the creation of
database of features to correctly select the meaning, their input in the database and
coding operations were implemented. Consequently, 387 groups of verb meanings
were created and for all these meaning groups special algorithms were developed.
These algorithms are considered as the initial approximation to the solution of the
problem in the English — Azerbaijani MT system. For better results scientific ac-
tivities are carried out in the scope of statistics to develop a hybrid method.
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